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[1] The validation of the collection 2 level 1b radiance and irradiance data measured with
the Ozone Monitoring Instrument (OMI) on NASA’s Earth Observing System (EOS)
Aura satellite is investigated and described. A number of improvements from collection
2 data to collection 3 data are identified and presented. It is shown that with these
improvements in the calibration and in the data processing the accuracy of the
geophysically calibrated level 1b radiance and irradiance is improved in the collection
3 data. It is shown that the OMI level 1b irradiance product can be reproduced from a
high-resolution solar reference spectrum convolved with the OMI spectral slit functions
within 3% for the Fraunhofer structure and within 0.5% for the offset. The agreement of
the OMI level 1b irradiance data product with other available literature irradiance spectra is
within 4%. The viewing angle dependence of the irradiance and the irradiance goniometry
are discussed, and improvements in the collection 3 data are described. The in-orbit
radiometric degradation since launch is shown to be smaller than 0.5% above 310 nm and
increases to about 1.2% at 270 nm. It is shown how the viewing angle dependence of the
radiance is improved in the collection 3 data. The calculation of the surface albedo from
OMI measurement data is discussed, and first results are presented. The OMI surface
albedo values are compared to literature values from the Total Ozone Mapping
Spectrometer (TOMS) and the Global Ozone Monitoring Experiment (GOME). Finally,
improvements in the spectral and spatial stray light corrections from collection 2 data to
collection 3 data are presented and discussed.
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1. Introduction

[2] TheOzoneMonitoring Instrument (OMI) was launched
on 15 July 2004 on NASA’s EOS-Aura satellite. The primary
objective of the OMI instrument is to obtain daily global
measurements of ozone and nitrogen dioxide in both the
troposphere and stratosphere. The central science issues
addressed by the OMI mission are the recovery of the ozone
layer, the depletion of ozone at the poles, tropospheric
pollution and climate change [Levelt et al., 2006].
[3] The OMI instrument is a nadir-viewing ultraviolet-

visible imaging spectrograph that uses two-dimensional
Charge Coupled Device (CCD) detectors to register both
the spectrum and the viewing angle perpendicular to the
flight direction with a 115�wide swath, which enables global
daily ground coverage with high spatial resolution. In this
way tropospheric trace gases can be observed with high

spatial resolution and cloud-free ground pixels are more
easily obtained as compared to predecessor sensors. The
instrument has three optical channels: UV1 (264–311 nm),
UV2 (307–383 nm) and VIS (349–504 nm). The UV1/UV2
channel overlap covers 307–311 nm and the UV2/VIS
channel overlap covers the wavelength range 349–383 nm.
OMI delivers absolutely calibrated spectral radiance and
irradiance level 1b data products in the spectral range 264–
504 nm. A full description of the instrument and the on-
ground calibration can be found in an earlier publication
[Dobber et al., 2006].
[4] The software that is used to process raw instrument

data (level 0 data) to calibrated measurement data (level 1b
data) is referred to as the Ground Data Processing Software
(GDPS). The GDPS has been developed by Dutch Space in
The Netherlands. The scientific responsibility for the OMI
mission resides at the Royal Netherlands Meteorological
Institute (KNMI). Data processing and operational aspects
have been described in detail in an earlier publication [van
den Oord et al., 2006].
[5] The GDPS ingests level 0 data from the instrument,

attitude and ephemeris data for the spacecraft and ancillary
data (like near real-time ice and snow extent maps). Another
important input file for the GDPS is the so-called Opera-
tional Parameter File (OPF), that contains all instrument
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calibration parameters needed for processing. This file is
compiled from the on-ground and in-flight calibration data-
bases. The latter is in turn compiled from the information in
the level 1b data products. In this way it is possible to
maintain the calibration accuracy in flight.
[6] The purpose of the present paper is to present vali-

dation results for the level 1b radiance and irradiance data
products in the collection 2 data to identify improvements
that are made to the GDPS and the OPF in the collection
3 data set, that will be publicly released. These improvements
are described in detail in the remaining sections of this
paper. All existing in-flight measurement data have been
reprocessed using new versions of the GDPS (version 1.0.0)
and the OPF to produce the collection 3 data. The following
improvements have been identified from collection 2 data to
collection 3 data: (1) higher frequency of CCD background
corrections; (2) improved correction algorithm and param-
eters of spectral stray light in GDPS and OPF; (3) improved
parameters for the irradiance goniometry correction in the
OPF; (4) improved radiance radiometric calibration data for
all viewing angles in the OPF; and (5) improved irradiance
radiometric calibration data for all equivalent viewing
angles in the OPF.
[7] These topics are discussed in detail in the sections

below. In cases where we show and discuss the validation of
the improved level 1b collection 3 data this is explicitly
mentioned.
[8] The level 1b to level 2 retrieval algorithms use the

ratio of the level 1b Earth radiance and the solar irradiance,
called the Earth reflectance, as input. In this ratio many
calibration inaccuracies that apply equally to both the
radiance and irradiance cancel. This implies that the accu-
racy of the Earth reflectance is higher than that of the Earth
radiance. Furthermore, most of the collection 2 level 2 data
products have been produced using a fixed solar irradiance
spectrum rather than a solar irradiance that is updated with
the daily measurement frequency. In that case the Earth
radiance has been corrected for the Earth–Sun distance. By
using a fixed solar irradiance spectrum a number of cali-
bration inaccuracies, for example the irradiance goniometry
and inaccuracies originating from imperfect background
correction in the irradiance, are avoided in the level 2 data
products.
[9] The improvement from using daily measured back-

ground data to determine the dark current for the CCD
images as compared to background data that are updated on
a monthly basis or less is not discussed in detail here. This
issue is related to in-flight radiation damage to both CCD
detectors from high-energetic protons (>10 MeV) trapped in
the Earth’s magnetic field. This effect has been described
and discussed in detail elsewhere [Dobber et al., 2006].

2. Solar Irradiance Level 1b Data Product
Validation

2.1. Central Viewing Direction Absolute Irradiance

[10] Understanding the in-orbit instrument throughput
degradation is an important part of the in-flight calibration.
Degradation can occur in instrument components that are
used only in the radiance mode (the primary telescope
mirror), in components that are used only in the irradiance
mode (the solar mesh, diffuser and folding mirror) or in

components that are common to both modes. Depending on
which components are potentially degrading, the Earth
reflectivity, the ratio of radiance and irradiance, may also
be affected. For this reason it is important to identify the
components that may be causing degradation.
[11] In the literature various solar reference spectra with

high spectral resolution (better than 0.03 nm) and good
spectral calibration (better than 0.002 nm), but with poor
radiometric accuracy are available in the wavelength range
250–550 nm, for example [Chance and Spurr, 1997; Hall
and Anderson, 1991; Kurucz et al., 1984]. Various solar
reference spectra with lower spectral resolution and good to
excellent radiometric calibration (3–4%) in the same wave-
length range are also available, for example [Thuillier et al.,
2003, 2004; Floyd et al., 2003; Gurlit et al., 2005]. For the
latter spectra the instrument spectral slit functions are
usually not known sufficiently accurate, which makes it
difficult to compare these reference spectra radiometrically
on their original measurement spectral resolution. In that
case the spectral resolution is lowered by convolving the
spectra with a known, spectrally broader, spectral slit
function, for example a triangular or Gaussian slit function.
In addition, the lower-resolution solar reference spectra
have a much poorer spectral calibration accuracy than the
high-resolution spectra. Thus, a high-resolution solar refer-
ence spectrum with good spectral calibration and sampling
and good radiometric calibration is not readily available. We
have derived such a high-resolution spectrum in the follow-
ing way [Dobber et al., 2008]: (1) Convolve the selected
high-resolution spectrum with lower radiometric calibration
accuracy from the literature with the optimized instrument
spectral slit function for the selected lower-resolution solar
reference spectrum with good radiometric calibration accu-
racy. (2) Interpolate the thus obtained high spectral sam-
pling, low-resolution spectrum on the wavelength grid of
the lower-resolution reference spectrum. (3) Divide the
spectrum from the second step by the selected lower-
resolution spectrum to obtain the fraction by which to
multiply the selected original high-resolution spectrum used
in the first step. (4) Interpolate the fraction from the third
step to the high-resolution wavelength grid. (5) Multiply the
original high-resolution spectrum with the radiometric cor-
rection factor from the fourth step.
[12] In this process the high-resolution and lower-

resolution spectra from the literature need to be selected
carefully. For the high-resolution spectrum the same ap-
proach as Chance and Spurr [1997] is followed to combine
the UV spectrum of Hall and Anderson [1991], that covers
the wavelength region between 200 and 310 nm and the
ground-based high-resolution spectrum obtained at Kitt
Peak [Kurucz et al., 1984]. The final spectral calibration
accuracy of this combined high-resolution spectrum is better
than 0.001 nm above 305 nm and better than 0.002 nm
below 300 nm. For the lower-resolution spectra from the
literature the 0.15 nm resolution SUSIM data set from
UARS [Floyd et al., 2003] is used for the spectral region
up to 410 nm and for the visible spectral region above
400 nm the balloon spectrum obtained for the SCIAMACHY
validation [Gurlit et al., 2005] is used. Further important
details for the lower-resolution spectra such as the choice of
the instrument spectral slit function and the improvement of
the spectral calibration to better than 0.01 nm by compar-
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ison to the high-resolution spectrum also need to be taken
into account [Dobber et al., 2008]. The result is a high-
resolution solar reference spectrum (0.025 nm) in the 250–
550 nm spectral range with a spectral sampling of 0.01 nm, a
spectral calibration accuracy better than 0.001 nm above 305
nm and better than 0.002 below 300 nm and a good
radiometric calibration that can be traced to available litera-
ture solar irradiance reference spectra.
[13] In Figure 1 the newly derived high-resolution spec-

trum is compared to lower- and higher-resolution solar
reference spectra from the literature by first convolving all
spectra to the same spectral resolution using the same slit
function with a resolution of about 2 nm and subsequently
calculating the ratio of two spectra. A 2 nm resolution has
been used for this comparison in order to focus on the

overall radiometric calibration rather than the differences
in Fraunhofer structure. The comparison with the Chance
and Spurr [1997] spectrum shows large differences below
310 nm. This was expected from the fact that the Chance
and Spurr spectrum was not optimized radiometrically for
that wavelength range.
[14] The agreement between the convolved high-resolution

spectrum and the lower-resolution irradiance spectrum from
Thuillier et al. [2004] is within about 2% for higher-
frequency structures (Fraunhofer lines, with the exception
of the time-variable CaII HK lines between 390 and 400 nm),
within about 3% for lower-frequency structures, tentatively
attributed to radiometric calibration errors in both spectra
under consideration, and within about 2% (at 500 nm) to
4% (at 270 nm) for the difference over the whole 270–
500 nm wavelength range. The latter is in agreement with
the observation made by Thuillier et al. [2004] that the
SUSIM irradiance is 3–4% lower than the SOLSPEC
irradiance [Thuillier et al., 2003]. The conclusion is that
the newly derived high-resolution irradiance spectrum
agrees within 4% with existing solar reference irradiance
spectra from the literature.
[15] OMI measures the Sun over an onboard reflection

diffuser that illuminates the complete entrance slit of the
spectrometer. As a result all CCD rows in the irradiance
mode equivalent to the viewing angles in the radiance mode
perpendicular to the satellite velocity vector are simulta-
neously illuminated in the irradiance mode. In this paper we
use viewing angle and row interchangeably, because they
both indicate the same dependencies [Dobber et al., 2006].
The OMI optical design ensures that for each viewing angle
the illumination of the spectrometer’s entrance slit is exactly
the same for the Earth radiance and Sun irradiance modes.
For this reason the spectral slit functions are the same for
Earth radiance and Sun irradiance, which was verified
experimentally on the ground.
[16] For OMI the newly derived high-resolution spectrum

with high spectral sampling is convolved with the accurately
known OMI spectral slit functions [Dirksen et al., 2006],
interpolated onto the spectral grid of the OMI irradiance
measurement and compared on the OMI spectral resolution
(0.63 nm in UV1 and VIS, 0.42 nm in UV2) to the OMI
irradiance measurement. Differences are examined on high
spectral frequency (Fraunhofer lines) and on low spectral
frequency level (radiometric calibration differences). The
result is shown in Figure 2 for the nadir viewing direction
for the level 1b irradiance spectrum of 31 December 2004
(orbit 2465, collection 3 data). For this day the azimuth
angle is nominal (25.75�), which implies that potential
additional errors originating from the irradiance goniometry
correction (see section 2.3) are minimized. For the improve-
ment from collection 2 to 3 we used the modified stray light
correction (see section 6) and the newly derived high-
resolution solar reference spectrum discussed above to
optimize the OMI absolute irradiance calibration in the
OPF using only spectrally broad radiometric correction
factors. For this reason it is not surprising that the result
as shown in Figure 2 is close to one. The maximum
deviation from unity is generally below ±0.5% and the fine
structure, mainly correlated to solar Fraunhofer lines, is
within ±3%, with the exception of the two strong time-
variable CaII HK Fraunhofer lines between 390 and 400 nm.

Figure 1. (a) OMI irradiance spectrum from orbit 2465
(31 December 2004) from the collection 3 data. (b) Compar-
isons at 2 nm resolution between the newly derived high-
resolution solar reference spectrum [Dobber et al., 2008] and
the high-resolution spectrum of Chance and Spurr [1997]
(dashed), the lower-resolution spectrum of Thuillier et al.
[2003, 2004] (dotted) and the OMI irradiance measurement
from orbit 2465 from the collection 3 data (solid line).
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Figure 1 also shows the same OMI plot as Figure 2, but on
the same 2 nm resolution as the other plots in Figure 1.
Figure 1a shows the OMI level 1b irradiance spectrum of
orbit 2465 from collection 3 data for reference.
[17] The OMI level 1b absolute irradiance for the nadir

viewing direction, with an estimated absolute accuracy of
about 5% [Dobber et al., 2006], agrees with the newly
derived high-resolution solar reference spectrum (Figure 2),
with the lower-resolution irradiance spectra from SUSIM

[Floyd et al., 2003] and from the balloon measurements of
Gurlit et al. [2005], and with the lower-resolution irradiance
spectrum from Thuillier et al. [2004] to within 4% over the
wavelength range 270–500 nm.

2.2. Irradiance Viewing Angle Dependence

[18] The OMI level 1b irradiance data product depends on
wavelength (column number) and on row number on the
CCD detectors (equivalent to viewing angle in the radiance
mode), but also on the incident azimuth and elevation
angles of the Sun on the reflection diffuser. Figure 3a shows
the viewing angle dependence of the OMI level 1b irradiance
spectrum for orbit 2465 of 31 December 2004 for the
collection 2 data for the VIS channel. The depicted behavior
is representative also for other orbits and channels. The
response for all viewing angles is shown relatively to the
nadir viewing direction, which is therefore equal to one
by definition. Since the solar spectrum is the same, irre-
spective of the viewing angle, the relative responses shown
in Figure 3 should be equal to one for all rows and columns.
This is not the case for collection 2 data: there is a row
(viewing angle) dependence, that is mostly column (wave-
length) independent. The observed dependence is caused by
calibration inaccuracies originating from specular reflec-
tions between the onboard diffuser and the backside of
the solar mesh [Dobber et al., 2006]. By adjusting the
instrument irradiance radiometric calibration in the OPF
based on the observed dependence of about 2% in the
collection 2 data the viewing angle dependence was im-
proved for the collection 3 data to a row-dependent irradi-
ance measurement precision of about 0.4% for UV1 and
0.2% for UV2 and VIS, leading to the results shown in
Figure 3b. The improvement from collection 2 to collection
3 data as shown in Figure 3 is representative also for the
UV1 and UV2 channels.

Figure 2. Ratio of the newly derived high-resolution solar
reference spectrum [Dobber et al., 2008] convolved with
the measured OMI spectral slit functions and the measured
OMI level 1b irradiance from orbit 2465 (31 December
2004) from the collection 3 data. The vertical dashed lines
indicate the OMI channel boundaries between UV1 and
UV2 at 309 nm and between UV2 and VIS at 363 nm.

Figure 3. (a) Irradiance viewing angle dependence relative to nadir in the VIS channel for orbit 2465
(31 December 2004) for collection 2 data. (b) Irradiance viewing angle dependence relative to nadir in the
VIS channel for orbit 2465 (31 December 2004) for collection 3 data.
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2.3. Irradiance Goniometry

[19] As described above the OMI irradiance also depends
on azimuth and elevation angle of the Sun on the onboard
reflection diffuser. The elevation angle is the angle that
changes with orbit position, whereas the azimuth angle
changes with season. In orbit the elevation angle ranges
from �4.0 to +4.0� and the azimuth angle ranges from
about 18 to 31�. The irradiance goniometry itself depends
on detector column (wavelength) and on detector row
(viewing angle) as well.
[20] The OPF calibration parameters for the irradiance

goniometry were originally derived from on-ground mea-
surement data that suffered from limited sampling in the
azimuth and elevation dimensions as well as from poor
signal-to-noise. For this reason an update using in-flight
measurement data was necessary. This update was derived
by attributing changes in the sensor irradiance response over
the course of the first year after launch to goniometry
variations. This assumption is reasonable, because the
observed radiometric degradation in the irradiance mode
in the first year in orbit is less than 0.3% for all wavelengths
(see section 3), whereas the irradiance goniometry inaccu-
racies were at least an order of magnitude larger than that.
The accuracy of the irradiance goniometry improved sig-
nificantly to residues smaller than 0.5% for UV1 and
smaller than 0.2–0.3% for UV2 and VIS by using the in-
flight measurement data instead of the on-ground measure-
ment data as a result of higher sampling in the angle
dimensions and much better signal-to-noise.
[21] Figure 4 shows the azimuth angle as encountered by

OMI in orbit for 2.5 years of measurement data. It can be
observed that besides the expected seasonal dependence
there is a drift in the azimuth angle as a function of time:
When looking at the maximum azimuth angles there is an
increase of about 0.5� over about 2 years. The reason for
this is the drift in the ascending node crossing time of the
orbit plane. This time is approximately 1342 local time
(LT), but it is operationally allowed to drift between 1340

and 1400 LT. The drift resulted in the fact that in October–
November 2006 azimuth angles of larger than 31.0� were
observed by OMI for the first time in orbit. Since the OPF
coefficients were derived from the first year of in-flight data
(maximum azimuth angle smaller than 31.0�) this resulted
in extrapolation in the irradiance goniometry correction
algorithm, which in turn resulted in radiometric deviations
of larger than 5% for azimuth angles larger than 31.0� for the
UV1, UV2 and VIS channels for the onboard quartz volume
Sun diffuser. The radiometric deviations are defined as the
ratios of the calibrated level 1b irradiance data products at
various azimuth angles divided by the calibrated level 1b
irradiance data product for the nominal azimuth angle of
25.75�. These deviations show how well the irradiance
goniometry calibration parameters from the OPF can repro-
duce the actually measured response and correct for it.
[22] New irradiance goniometry OPF parameters have

been derived using all available 2.5 years of in-flight
measurement data by fitting the elevation and azimuth
angle, row and wavelength dependencies. This improved
the accuracy of the irradiance goniometry correction for the
larger azimuth angles in the collection 3 data for the quartz
volume diffuser to about 0.5% for UV1 and 0.2–0.3% for
UV2 and VIS, except in UV2 for row numbers smaller than
15 and for azimuth angles larger than 31.0�, where devia-
tions of up to 1% occur. When the azimuth angle on the
diffuser falls below 18.3� or exceeds the value of 31.2� in
the future, similar calibration inaccuracies as described
above may be anticipated.

3. Irradiance Radiometric Degradation

[23] The in-orbit radiometric stability of the OMI
instrument since launch has been investigated using the
Sun measurement data and the internal white light source
(WLS) measurement data. Figure 5 shows the Sun
measurements over the onboard quartz volume diffuser
from launch to launch+2.5 years. In this plot detector areas

Figure 4. Azimuth angle as a function of days since the
first irradiance measurement in September 2004. The
diamonds are the actual measurement points, and the fitted
solid line is included to guide the eye.

Figure 5. OMI in-orbit radiometric stability as observed
with the Sun over the onboard quartz volume diffuser for the
UV1 channel (solid line, bottom curve), the UV2 channel
(dotted line, top curve) and the VIS channel (dashed line,
middle curve) from launch to launch plus 2.5 years.
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have been averaged per channel, so the wavelength reso-
lution within each optical channel is lost. For the time
period 27 February to 16 June 2006 no Sun measurements
are available. It can be observed that the optical through-
put degradation of the irradiance mode is about 1.2% for
UV1 and 0.5% for UV2 and VIS after 2.5 years in orbit.
The observed variations at, e.g., day 850 originate from
inaccuracies in the irradiance goniometry calibration (see
section 2.3). The observed in-orbit degradation is low for a
spectrometer such as OMI, that measures in the ultraviolet-
visible wavelength range.
[24] Figure 6 shows a similar plot as Figure 5, but now for

the WLS. The same data gap as for the Sun measurements
exists also for the WLS measurements. After this data gap
the WLS response is significantly higher than before the gap,
even higher than immediately after launch. This effect,
which is not understood, is attributed to the WLS itself,
because the change is not observed in the Sun measurements
(see Figure 5). Variation in the WLS response data in the
order of about 3% can be observed, which can also be mostly
attributed to the long-term stability of the lamp itself rather
than the OMI radiometric stability, again because this
behavior is not observed for the Sun measurement data
(Figure 5). The lamp was not originally designed to provide
long-term high radiometric accuracy or stability. There
seems to be no consistent trend upward or downward in
the WLS data. If a degradation trend is to be derived from
Figure 6 for the WLS it is certainly not larger than 2% for all
channels.
[25] Figure 5 shows the in-orbit optical throughput

degradation in time for the irradiance measurements. The
optical light path for the Sun measurements is via a solar
mesh, the diffuser and a folding mirror to the rest of the
optics. The Earth radiance observation mode uses the
primary telescope mirror, that is not used in the WLS or
Sun modes, instead of the solar mesh, diffuser and folding
mirror. This primary telescope mirror may be subject to
optical degradation, which necessarily has to be examined

using the radiance data. This is more complicated, since
the radiance light is much more variable than the WLS or
sunlight. The degradation observed in the Earth radiance
light path is discussed in another paper in this issue
[Jaross and Warner, 2008]. Jaross shows that no long-
term in-orbit degradation is observed in the radiance mode
at 360 nm from launch until launch+3 years with an
accuracy of about 1%. This suggests that the degradation
of the primary telescope mirror at 360 nm for this time
period is below 1%. The observed degradation in UV2 in
the irradiance mode amounts to about 0.5%, which is
lower than the precision with which the degradation of the
radiance mode at this wavelength can be established. As a
result of the fact that the in-orbit degradation observed
thus far in both the radiance and irradiance modes is low,
it is not possible to establish with absolute certainty which
optical components cause the observed small degradation.
[26] The observed degradation in the Sun measurement

mode will be further investigated in the future by com-
paring the daily Sun measurements over the quartz volume
diffuser with the Sun measurements over the two aluminum
diffusers, that are measured once per week and once per
month.

4. Radiance Viewing Angle Dependence

[27] The viewing angle dependence of the level 1b
radiance measurement data has been investigated by look-
ing at the Earth radiances over snow/ice and land surfaces,
and comparing these with calculated theoretical predictions.
The illumination and viewing geometry of the data are
carefully chosen to minimize the sensitivity to the non-
Lambertian reflective characteristics of these surfaces. The
viewing angle dependence is calculated as the response at
all viewing angles divided by the response at the nadir
viewing angle. If the calibration of the viewing angle
dependence would be perfect this ratio should be equal to
one for all viewing angles when normalized with respect to
the nadir viewing direction. Since the comparisons are made
to Sun-normalized radiances, the results presented here do
not include errors common to both radiance and irradiance
measurements. However, Figure 3 suggests that these errors
are relatively small.
[28] The evaluation of the measured radiances over

Antarctica utilize a surface reflectivity model to account
for non-Lambertian effects and a radiative transfer model to
predict results at the atmosphere [Jaross and Warner, 2008].
The investigation of the viewing angle dependence of
the radiance over cloud-free, verdant land scenes uses a
similar radiative transfer model, but no correction for non-
Lambertian reflectivity. Because the reflectivity of such land
surfaces is uniformly low in the UV (�2%), the angular
dependence of these radiances is dominated by Rayleigh
scattering in the atmosphere. Only scenes with low aerosol
contamination were considered in our analysis. Aerosols are
screened using the ratio of measured reflectances at 331 nm
and 360 nm compared to the expected ratios for a pure
Rayleigh-scattering atmosphere.
[29] We believe that the swath dependence uncertainty,

the ability to validate sensor response at far off-nadir view
angles relative to the response at nadir, is within 2% for both

Figure 6. OMI in-orbit radiometric stability as observed
with the internal WLS for the UV1 channel (solid line and
squares), the UV2 channel (dotted line and triangles) and
the VIS channel (dashed line and diamonds) from launch to
launch plus 2.5 years.

D15S06 DOBBER ET AL.: VALIDATION OF OMI LEVEL 1B DATA PRODUCTS

6 of 12

D15S06



the ice and land techniques. In both techniques this number
is driven primarily by the uncertain knowledge of the
bidirectional reflectance of the underlying surface.
[30] Figure 7 shows the collection 2 results for the ice

radiance analysis and the land radiance analysis at 331 nm
in the UV2 channel. It can be observed that, apart from
small differences, the same structures and trends (up to 6%)
as a function of row number are reproduced. The ice
radiance analysis has been performed at all OMI wave-
lengths in the UV2 and VIS channels (310–504 nm), but
cannot be trusted much shorter than 330 nm because of
dependence of calculated radiances on column ozone
amount. Little spectral dependence was observed in the
derived radiance errors.
[31] A set of corrections derived from the ice radiance

analysis is shown for the UV2 and VIS channels in Figure 8.
These corrections have been applied to the prelaunch OPF
radiance radiometric calibration data for collection 3. The
difference between the UV2 and VIS corrections is con-
sistent with interchannel differences observed in the pre-
launch radiometric calibrations [Dobber et al., 2006]. A
comparable analysis of land radiances for the VIS channel
has not been performed because of the technique’s reliance
on low surface reflectivity and large Rayleigh optical
depth. Since the comparison between techniques shown
in Figure 7 indicates the spatial fine structure is real rather
than an analysis artifact, we have not smoothed the
observed structure for either the UV2 or VIS channels.
A set of corrections for the UV1 channel, also shown in
Figure 8, is based entirely on UV2 results. At the time the
collection 3 corrections were derived we had no indepen-
dent validation of UV1 response. Subsequent comparisons
with radiance predictions using ozone climatology suggest
the UV1 swath dependence adjustment is nearly correct,
but it should include some structure as in UV2 and VIS.
The results for the ice and land radiance analyses after
applying these corrections are shown in Figure 7. This plot

is indicative of the residual errors found in the collection
3 data.

5. Earth Albedo

[32] The accuracy of trace gas retrievals and aerosol
retrievals depends heavily on the quality of the surface
albedo used. Several databases have been created using data
from AVHRR [Csiszar and Gutman, 1999], TOMS [Herman
and Celarier, 1997; Herman et al., 2001] and GOME
[Koelemeijer et al., 2003], but these have limited spatial
resolution or limited wavelength coverage. In order to
provide accurate albedo maps for all retrievals using OMI
data we set forth to create a database of ground reflectivities
covering various wavelengths with a high spatial resolution
of 0.5� by 0.5� and a temporal resolution of 1 month.

Figure 7. (a) A comparison of the error at 331 nm from ice radiances with the error derived over land
surfaces as a function of row number for the collection 2 data. Both are normalized at row 31. The solid
line is the ice radiance error, and the dotted line is the land radiance error. (b) Same as Figure 7a but for
the collection 3 data. Note that the vertical scale is different than that of Figure 7a. The solid line is the ice
radiance error, and the dotted line is the land radiance error.

Figure 8. Final correction from ice radiances applied to
detector rows for each channel. These corrections have been
applied to the radiometric radiance calibration data in the
OPF for collection 3.

D15S06 DOBBER ET AL.: VALIDATION OF OMI LEVEL 1B DATA PRODUCTS

7 of 12

D15S06



[33] A total of 35 target bands, shown in Figure 9, have
been selected for various purposes. Some bands are used for
aerosol and trace gas retrievals and some bands are chosen
to coincide with earlier albedo studies using TOMS and
GOME data. Bands with wavelengths in more than one
channel (UV1, UV2, VIS) are extracted from both channels.
These wavelength bands in the channel overlap ranges are
used for validation of the reflectivities measured by OMI in
the optical channels. Each band is approximately 1 nm
wide. This is attained by averaging over several CCD
detector pixels. This band width has been selected in order
to simultaneously optimize the signal-to-noise and to min-
imize interference from the solar Fraunhofer structure. The
spectral sampling in nm/pixel differs per channel, and so
does the number of pixels that is averaged. The channel
spacing in the UV1, UV2 and VIS channels is 0.32, 0.15
and 0.21 nm/pixel, respectively. Averaging over 3, 7 and 5
CCD pixels for the UV1, UV2 and VIS channels yields
bandwidths of 0.96, 1.05 and 1.05 nm, respectively. For
each level 1b radiance product measured by OMI all
wavelength bands are extracted and divided by the
corresponding irradiance product yielding the Sun-normal-
ized Top Of the Atmosphere reflectance (TOA). The irra-
diance product used is measured on the same day as the
radiance product to assure accurate correction for fluctua-
tions in the measured solar spectrum originating from
variations in the instrument response.
[34] The Lambert-Equivalent Reflectivity (LER) at a

certain wavelength is found as the value of the surface
albedo needed to match the measured reflectance at the top
of the atmosphere assuming a clear sky atmosphere. Using a
planar atmosphere radiative transfer model [de Haan et al.,
1987; Stammes, 2001], a lookup table has been created
which describes the reflectivity at the top of the atmosphere
as a function of the surface pressure, ozone column density,
wavelength and measurement geometry. By interpolation in
this lookup table the ground reflectivity can be found.
Comparisons with a more accurate spherical atmosphere
model show that the radiances calculated with the planar
atmosphere radiative transfer model are accurate to approx-
imately 1% for viewing zenith angles up to 70� for wave-
lengths larger than 320 nm. In order to create high-resolution
surface albedo maps at different wavelengths, the LER data

is regridded onto a 0.5� by 0.5� longitude/latitude grid. At
this point the LER database still contains measurements
contaminated by clouds and will thus yield surface albedo
values that are too high. Using a histogram based method
only the lowest measured value, that is called the Minimum
Lambert-Equivalent Reflectivity (MLER), is selected. This
MLER is taken to be equivalent to the surface albedo. The
MLER is determined at one wavelength in the visible at
494.5 nm and the MLERs at the other wavelengths are
determined from those ground scenes for which the MLER
at 494.5 nm has this determined value. The wavelength of
494.5 nm has been used to maximize the contrast of the
ground scenes.
[35] Figure 10 shows the annual MLER at 380 nm as

determined from 3 years of OMI measurement data, along
with the MLER differences with respect to the TOMS and
GOME results. Figure 11 shows the histograms of the
MLER differences between OMI and TOMS and between
OMI and GOME. It can be observed that on average the
OMI annual MLER at 380 nm is about one percent higher
than the TOMS and GOME annual MLER. The absolute
accuracy of the OMI MLER results is estimated to be about
one percent also, depending somewhat on the ground scene,
so the observed differences are just significant. The OMI
histograms per ground scene at 380 nm in many cases do
not show the low MLERs as reported for TOMS and for
GOME, so it would appear that at 380 nm OMI indeed
measures on average higher surface albedos than the other
two instruments. The surface albedo results are derived by
analyzing the histograms for TOMS at 380 nm, for GOME
at 670 nm and for OMI at 494.5 nm. This difference can be
part of the explanation why the observed OMI MLER
values are slightly higher than the TOMS and GOME
values. The differences will be further investigated in the
future by comparing monthly MLERs and by making com-
parisons between OMI and GOME at other wavelengths.
[36] The OMI grid of 0.5� by 0.5� is not a limitation of

the instrument. The GOME surface reflectivity database at
1.0� by 1.0� spatial resolution is based on 5.5 years of
measurement data, the TOMS database at 1.0� by 1.25�
even on 14.5 years of measurement data. The OMI results
as shown in Figure 10 at a grid of 0.5� by 0.5� are based on
only 3 years of measurement data. In order to collect

Figure 9. Target bands selected for calculation of the surface albedo plotted in the solar spectrum
measured by OMI.
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sufficient data in the histograms for an accurate determina-
tion of the MLER we have limited the spatial resolution grid
to 0.5� by 0.5�. When more measurement data becomes
available we expect that we can reduce the grid to 0.1� by
0.1� in the future.

[37] As described above the Earth albedo is calculated in
two optical channels for some wavelengths. This information
can be used to validate the accuracy of the level 1b radiance
data products in the channel overlap regions and to improve
the instrument calibration in the future. Once accurate surface
reflectivity values have been determined they can be used to
validate the level 1b radiance product over time by looking
at ground scenes for which the surface albedo is well known
and constant over time. By observing such ground scenes at
different viewing angles, we intend to validate the viewing
angle dependence of the level 1b radiance in the future.
Examples were shown in the previous section.

6. Stray Light

[38] The stray light correction algorithm is an important
subtractive correction in the GDPS. The performance of the
stray light correction algorithm in the collection 2 data has
been extensively studied [Dobber et al., 2006] and these
investigations have identified a number of improvements
that are discussed in this section. The stray light correction
consists of two parts: the spatial stray light correction and
the spectral stray light correction.
[39] The spatial stray light correction uses the signals

from a number of dedicated stray light rows on the UV and
VIS detectors above and below the directly illuminated
regions on the detectors. The spatial stray light correction
only depends on the viewing angles and does not couple
source and target regions at different wavelengths. Spatial
stray light is particularly important for ground scenes with
high contrast, because the viewing directions with high
signal levels may cause relatively high spatial stray light
levels at viewing directions with low signal levels. All
wavelengths in the upper and lower stray light rows are
averaged and multiplied with predefined spectral shapes in
the OPF. The OPF spectral shapes have been derived per
instrument mode (radiance, irradiance, WLS) by investigat-
ing and averaging the signals in the dedicated stray light
rows per instrument mode for many measurements. This
analysis included both on-ground and in-flight measurement

Figure 10. (a) Annual minimum LER values at 380 nm
derived from 3 years of OMI measurements. (b) Annual
minimum LER difference OMI � TOMS at 380 nm. (c)
Annual minimum LER difference OMI � GOME at 380 nm.

Figure 11. Histograms of the annual minimum LER
difference OMI � TOMS at 380 nm (solid line) and of
the annual minimum LER difference OMI � GOME at
380 nm (dashed line).
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data. Subsequently a linear interpolation is performed be-
tween the upper and lower stray light rows to obtain the
stray light at all rows. For the collection 2 data no spectral
shape correction or linear interpolation is applied, but a
simple average of the upper and lower stray light row
signals at all wavelengths is used. A correction based on
an average can significantly overestimate the stray light
where signals are weak and underestimate where signals are
strong. An overestimate occurs in the collection 2 data
toward the long and short ends of each channel, where
the signals are weaker. Significant errors occur for hetero-
geneous radiance scenes: basically an overcorrection for
ground scenes with low light levels and an undercorrection
for scenes with high light levels. Although this aspect has
been corrected in the spatial stray light correction algorithm
for the collection 3 data, the spatial stray light correction
algorithm itself has been switched off for all channels for
the collection 3 data set (see below).
[40] The second type of correction is the spectral stray

light correction, which is particularly important for wave-
length regions with low signal levels, e.g., below 300 nm or
in the Fraunhofer lines. This correction is based on source
(where the stray light is originating from) and target (where
the stray light is going to) wavelength ranges, that can
be located in different optical channels (UV1, UV2, VIS).
The source term signal is multiplied with a predefined (in the
OPF) polynomial shape as a function of wavelength in the
target channel. The total amount of spectral stray light is
composed of the sum of all such source/target combinations
that have been identified in the prelaunch calibration. The
remaining question concerns the spatial distribution of such
a correction. In other words, how do stray photons from a
specific spectral spatial source smear out spatially at the
target wavelength? In the collection 2 data all rows in the
illuminated image area in the source wavelength region are
averaged and smeared out over all rows in the target optical
channel. In the collection 3 data this has been changed so
that the number of rows in the source and target areas can be
set via OPF parameters per source/target combination. In
this way the spectral stray light correction algorithm better
corrects for spatial stray light as well. For this reason the
spatial stray light correction (described above) has been
switched off for all channels in the collection 3 data set in
order to prevent an overcorrection of spatial stray light
when the spectral and spatial stray light corrections are used
simultaneously. Table 1 summarizes the stray light param-
eters described above for the collection 2 and 3 data.
[41] Stray light has been investigated using different

methods. First, it is possible to investigate the signals in

the UV1 optical channel below 290 nm as a function of
time and correlate potentially observed structure with
cloud features that appear at higher wavelengths, i.e., above
305 nm. Below 290 nm the ground and clouds are not
visible, because nearly all light is scattered high in the
Earth’s atmosphere. Structures that are observed shorter
than 290 nm are therefore most likely originating from
imperfectly corrected spectral stray light. Figure 12 shows a
representative example for the collection 3 data of signals at
280 nm in UV1 and above 305 nm in UV1 as function of
orbit position for one orbit. The top curve shows the data at
280 nm that have not been corrected for stray light, the
middle curve the data that have been optimally corrected for
stray light. The middle curve has been normalized to the
highest radiance near measurement number 800. The top
curve has been normalized to this same corrected radiance
and for this reason the values are higher than one. It can be
observed that the spectral stray light contribution at 280 nm,
where a strong solar Fraunhofer line is located and the
useful signal is low, can be as high as 50%. At other
wavelengths the relative spectral stray light fraction is much
smaller. The bottom curve shows the radiances at the longer
wavelengths, normalized to its highest value and scaled
arbitrarily by 0.6 in order to introduce an offset in the plot
for clarity. The clouds can be seen clearly as peaks at the
longer wavelengths (bottom curve) and in the uncorrected
data at 280 nm (top curve), whereas in the stray light
corrected data at 280 nm no distinct and corresponding
structures are visible (middle curve), indicating that the
spectral stray light has been properly corrected. Also note
the correlation in the cloud structures between the top and
bottom curves in Figure 12.
[42] Another way of investigating stray light is to look at

the channel overlap regions UV1/UV2 around 307–311 nm
and UV2/VIS around 349–383 nm. The radiances in both
channels should be the same, if all calibrations are accurate.

Table 1. Spatial and Spectral Stray Light Parameters for the

Collection 2 and 3 Data Sets

Optical Channel

Collection 2 Collection 3

UV1 UV2 VIS UV1 UV2 VIS

Spatial stray light
correction

off on on off off off

Spatial stray light
row interpolation

no no no linear linear linear

Spectral stray light
rows source and
target area

all all all all 1 1

Figure 12. OMI measurement data in the UV1 channel at
280 nm that have not been corrected for spectral stray light
(top curve) and data that have been corrected for spectral
stray light (middle curve) for the collection 3 data. The
bottom curve shows the radiances at the higher wavelengths
(above 305 nm), multiplied by 0.6 in order to introduce an
offset in the plot for clarity.
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The weaker signals in these regions make them more
sensitive to stray light errors. Figures 13 and 14 show two
of many examples for the UV1/UV2 overlap region at
310.1 nm and the UV2/VIS overlap region at 354.8 nm
for collection 2 and collection 3 data. SO2 retrievals at
310 nm in the UV1/UV2 channel overlap and aerosol
retrievals that use the 354 nm band in the VIS channel
are particularly sensitive to errors in the stray light correc-
tion, because the useful signals are low at these wave-
lengths. Figures 13 and 14 show the ratio of the radiances
measured in the two channels as a function of the signal
level in one of the channels. Ratios that change as a function
of signal level are indications of additive errors, such as
stray light, whereas signal-independent offsets are indica-
tions of multiplicative errors, such as the radiometric
correction. Figures 13 and 14 show that multiplicative errors
of up to about 5% in the collection 2 data have been
removed in the collection 3 data. Figure 13 also shows
inconsistencies in the additive correction factors (stray light)
in the UV1 and UV2 channels of up to 40% for the collection
2 data and an improvement to inconsistencies of about 10%
for the collection 3 data in the UV1/UV2 channel overlap.
Figure 14 shows inconsistencies of about 3% for the
collection 2 data and an improvement to consistent behavior
in the collection 3 data in the UV2/VIS channel overlap. The
exact quantitative numbers vary with viewing direction and
wavelength. The impact of the stray light correction algo-
rithm changes from collection 2 to 3 is negligible for the
UV1 channel and for the wavelength regions in the UV2
andVIS channels that are not in the UV1/UV2 (307–311 nm)
or UV2/VIS (349–383 nm) channel overlap regions.

[43] Analysis of the collection 2 data with the methods
described above reveals that too much stray light is sub-
tracted in the UV2 and VIS channels. This is most likely
due to the fact that both the spatial and the spectral stray
light corrections are switched on simultaneously for these
channels, whereas the spectral stray light correction coef-
ficients were derived from on-ground measurement data
with the spatial stray light correction algorithm switched off.
Since the row-averaging in the spectral stray light correction
algorithm also corrects to some extent for spatial stray light,
using both stray light correction algorithms simultaneously
overcorrects the total stray light. For this reason the spatial
stray light correction has been switched off for all channels
for the collection 3 data. Note that it was already switched
off in the UV1 channel (Table 1) for the collection 2 data.
The results discussed in this section for the collection 3 data
show that this approach leads to a more consistent stray light
correction at all wavelengths than in the collection 2 data.

7. Conclusions and Future Work

[44] The validation of the collection 2 level 1b radiance
and irradiance data measured by the OMI instrument on
board of NASA’s EOS-Aura satellite has been discussed in
detail, along with a number of improvements that have been
made from collection 2 to collection 3 data. With these
improvements in the OPF and in the GDPS the accuracy of
the level 1b radiance and irradiance in collection 3 is
improved.
[45] A new high-resolution irradiance reference spectrum

with high spectral sampling and good radiometric calibration

Figure 13. UV1/UV2 radiance ratios as function of radiance level in the UV2 channel at the nadir
viewing position at 310.1 nm (left) for collection 2 data and (right) for collection 3 data.

Figure 14. UV2/VIS radiance ratios as function of radiance level in the VIS channel at the nadir
viewing position at 354.8 nm (left) for collection 2 data and (right) for collection 3 data.
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has been derived for the wavelength range 250–550 nm.
The OMI level 1b irradiance from the collection 3 data
agrees with the newly derived high-resolution reference
irradiance spectrum to within 3% for high-frequency struc-
tures correlated with the solar Fraunhofer lines, to within
0.5% for lower-frequency features and also to within 4%
with other irradiance spectra from the literature. The in-orbit
wavelength-dependent radiometric degradation is smaller
than 0.5% above 310 nm and increases to about 1.2% at
270 nm after 2.5 years. On average, the OMI surface albedo
values at 380 nm, that have absolute accuracies of about one
percent, are higher by about one percent than the albedos as
observed with the TOMS and GOME instruments at the
same wavelength.
[46] Using the improved collection 3 level 1b data we

intend to further improve the viewing angle dependence of
the radiance and the spectral stray light correction. We will
continue to monitor potential instrumental degradation and
correct for this if necessary. We will continue and expand the
surface albedo analyses in the future with the purpose to
deliver surface albedo maps with a monthly time resolution at
a number of wavelengths in the range 310–500 nm. These
albedo maps can be used to improve other retrievals, that
make use of OMI measurement data. In addition, the surface
albedo will be used to further validate the level 1b radiance.
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